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1. Introduction

The original purpose of this vaver was %o give some answers t0 +the following
Juestions about the state-of-the-art in natural language understanding systems:

What are the limits now?

Nhat are the obstacles to progress?

Where are the answers likely to lie?
In order to be able to answer these questions, I first set out #hat I fzel are <he
major lines of natural language research today, including the study 57 such tonics as
kiowledge representation, metaphor, "speech acts" (the use of language %o achieve
goals), modeling of "common sense” and plausibility judgement, relationships between
language and perception, etc. Jne way to make sense of +his potpourri of research
topics is to consider the basic questions being explored by two or more of the
r2search areas. Looked at this way, I think that the following five juestions are

motivating much of the current research in natural language understanding:

(1) What is the function/vurpose of language?

Language is in general used by a speaker to achisve goals. 'nless we understand
these goals, we camnot understand the language. 5oals may be extremely complex: 2
speaker may mean %o inform, correct, or mislead a listener; or a speaker may wish *o
have the listener perform a physical or cognitive action, or undergo a certain kind of
3xrerisnce, or answer questions, and so on. Often it is necessary to nave 2 model of
the speaker”s ordinary behavior in order to understand the speaker”s goals -- *the
language alone may not be sufficient. And in order *o tell whether or not a2 speaksr
13 %“2lling the truth, 2 listener must be ablzs %o compare the sveaker™s language with
models smbodying knowledge of human behavior as well as the behavior of the vhysieal
worli. To make matters even mores problematic, any given utterance may be used %o
serve quite different zoals in different gituations, amd 2 single u%terance may serras

multiple goals simultaneously.

2) What does it mean to "mderstand language” and

now zould we show tha* a3 system can understani?

Regearch attention has focusel on *he senience for a long 4ime. However, manv
important mits of languagze are mucn larger than  the sen‘snce: iialogues,
instractions, scene and avent lescriontions, 3%oriss, explanationg, 2%z. We currensly

lack *the abili%y *0 a2ssign meaning and ourvose *o 2ll bu* the very simplast 27 “hasa
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larger wnits of language.

(2} dow car a program deal with novel language?

The prevonderance of work *o 1ate has allowed us to de2al with novel 3yntactiz

structures, but we have relati.ely very little understanding of methods for iealing

With novel semantic structures, and virtually no methods for dealing with novel

concepts expressed in language. We have 3 neei for semantic methods which can give us

meanings for phrases, e.g. "engine housing acii corrosion damage report summary’'; we
also need a dramatically expanded understanding of metaphor and other non-literal

lanugage (2.2. "The soldiers were shattered by the eoxperience” or ™e f‘ound 2

refrigerator graveyard.").

(4) How can a program judge whether language is meaningful?

Hdow 10 we know that "The man jumped over the fence” can be literally meaningful
whereas "The cow jumped over the moon” can not? How can we ieciie *ha% 2 message is
zarbled or that its sender is deranged? How can we decide that a metavhorical
intervretation is intended, and how can we xnow that a given metavhorical
interpretation is sensible? To answer such juestions a3 system needs "common sense",
and common sense must surely be based on an extensive and jetailed model of the
physical world, as well as of the worlds of human action and immer experience /2.3.

perception, smotion, memory, =tc.).

{5) Wmat is the most effective ﬁﬁy to make the restricted natural language

3ystems of the foreseeabls future seem natural to humans?

We have only the beginnings of an understanding of how wusers w#will behave with
natural language systams. Thus there has been to date 2 fair degree of mismatch
between systems and users. We would like to be able to evaluate both existing systems
and future lesign alternatives for usefulness ani convenience. We woull liks %o abl2
give casual users systems that allow natural sxopression, that do no% >ften surcrise

users oy not understanding or misunderstanding their language.

e

™e rest of this paver is organized histaorically. T could not find a2 2001 wav “»
it together the five questions above %o £orm 2 ~oherent pizture 27 the zurrent

3%3%8=nf-%the-art of regearch, and 7 foumd it -ms even more Aifficult %o show how e

surrent juestions relatel o the ultimate natural language orocessing juestions.
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iiscovered, nowever, that current research directions seemed much more sensible 1if
they were viewed as responses to specific shortcamings of 2arlier ways of looking at

the vrocess of natural languagze .mderstanding.

2. Ancient History

Before 1340 computers, if they were thought about at all, were considiered to be
number orocessors. During the 407s, two major Jdevelopments led to the viaw of
canputers as somewhat more than simple number processors. The first set of ijeas was
Jue to McCullough and Pitts, who theorized that each neuron is a logical davice
(roughly an AND or OR gate). 7We now know that each neuron is far more complex ¢han
they believed it to be, but their ideas were important in that they suggested that all
intelligent processing, whether arithmetic or symbolic, numerical or verbal, coull be
performed by 2 single type of mechanism. Thus their views were important in a much

more precise formulation of the brain-camputer analogy than had been possible before.

The second major piece of work was Shammon”s work on information theory; 3hannon
showed that both numbers and text could be treated as svecial cases of a more general
concept he zalled "information”, that information content cculd be quantified, and

that ideas about information nad interesting mathematical and practical applications.

2.1 Machine Translation

Shannon”s wWork led in the early 507s to what I will call "the era of nachine
tranglation”. 3Being able %o treat text and languaze in general as iafornation allowed
*he possivility that lanzuage mizht be manipulated on the new iigital comouters *hat
Were +hen being constructed. T™e 1ini%tial idea for machine translation was she
f521lowing: translation is 2 orocess of dictionary look-uvp, plus substitution, olus

"

srammatical re-ordering. As an sxample, the fnglish sen*ance, "I must zo home™ -~ould
be *translated into the Terman "Ich muss nach Hause gehen” by asubstituting "Teh" for
"T", "muss” for "must”, "gehen” for "z0" and "nach Hause" for "home”. In the orocess
4o Words, "nach Hauge" [*to the house) had 4o be 3ubstituted for "home" -- w2 won’s
worry here about that fine point -- and 3 simple xind of grammatizal re-ordering nnd

%2 “ake place o move the verb *o the end »f the 3entance.

Tor 3impls examplas *this modsl of the posgidbility of ‘translation seems rather

intrizuing. However, 1t 3001 Tecame 2lear that Sransla*tion is r=22llr no% msaibl=

without mierstanding. 7o illus“rats the neel fr 'mierstaniing in “ranslation, A
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2lassic story (probably amchryphal) describes the machine ‘ranslation of the phrase
"™e spirit is willing but the flesh is weak" into Russian and then back into nglish:
the translation is said %o have came out: "The vodka is strong but the meat is

rotten.”

Clearly a greater amount of world Xnowledge was needed; a2 7rogram hajd to
understand what was being said in order to be able to translate it proverly. Yot
another classic exampls was given by Bar-Hillel in a 1964 paper in which he =xplained
#hy he was leaving the field of machine translation. Bar-Hillel cited the sentences,
"The pen is in the box" and "The box is in the pen”, and pessimistically stated that
he could not imagine how a machine could *ranslate both sentences correctly, assigning
"pen” the meanins "writing implement” in the first sentence, and “playpen” or
"stockpen" in the second. While we 3till have a long way <0 2o before we couli claim
to have programs that truly understand or translate 2 significant range of types of
language, we 4o now now how to write programs that can approoriately assizn diffsrent
meanings to "pen” in Bar-Hillel”s examples above by using a system which can

manipulate simple spatial models of objects [waltz 30].

The work on machine translation did give a great deal of impetus to work on
syntactic ‘theory as evidenced especially by the work of Chomsky and alsc to 2 degree
in the 2arly work on parsing high-level languages for campiler consiruction, now a

core topic in computer science.

To continue this brief history, other major ideas that have been influential 1in
the history of natural language processing surfaced in the 507s. I refer specifically
to the introduction of the ides of heuristic search by Vewell and Simon in 19%5 and
also to the introduction of the LISP programming language by McCarthy in 1952, Most

natural language processing systams have been written in LISP.

The entire field field of machine translation essentially came %0 an end in the
early #07s. It is only now undergoing a xind of renaissance, using AI models of

meaning, but the e2arly effort was a nearly zamplete failura.

3. The 3eman*iz Information Processing “ra

Tut of +che rubbla of machine translation effort grew an 2fforst that is :loselr
2ssoziatad  wisth artificial intelligence. The "semantis infsrmasion orocessing a2ra’

Troughly *392-1373) oroducad 2 number of ideas usel in ssdav”s natural languasza

apolizasion 3v3tams, 3ome of which have proved %o be of prasiizal rmluee. “ome notabl:

v
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ideas of this era are the fllowing:

(1) the use of limited damains for language understanding systems; rather than
2ttempting to understand 2ll language, the limited domain approach is %o design 2
system that is expert in one specific area of language, but perhaps knows nothing at

all about any other damain;

(2) the "big switch" theory -- to rationalize the study of limited iomains as 2
contribution to a full cognitive theory, the "big switeh" theory was advanced; <the
big switch theory holds that it is possible to construct a broadly intelligent system
by generating experts in a number of limited damains and then piecing together a huge
system containing these experts along with a special expert, the "biz switch", which

coull select the appropriate ex,. *t %o handle any gziven problem;

{3) the use of key words to trigger cer:ain actions -- natural language vrograms
using this idea look in 2 sentence for one or more key words and, on the basis of what
is found, take appropriate action {I give an example below);

1

(4) the "translation" of nglish into formal languages -- some of the <ormal

languages that have been used include predicate calculus, data base query languages,

and sets of linear equations.

Overall, we could characterize the approaches of the 50"s %o natural language
processing as “engineering approaches", approaches which attempted to solve specific
problem iamains, not to smbody psychological reality. What 4o I mean by "engineerins

approaches”? Let us look at some examples.

3.1 Xeyword Systems

The first example i3 the use of ey words. ¥ey words were particularly important

in the %LIZA and DOCTOR programs written by Yeizenbaun t1?66}, ani the PARRY program

(#nizn simulated 2 paranoid person) by Toldby and his zollaborators 12751,




PATTERN IESPOISE

(* computers *) Jo canputers frighten you?
¥ mother *) Tell me more about your family.
<{nothing matches> Please go on.

Figure 1. Simplified SLIZA patterms and responses.

Tn Pigure 1 (a highly simplified example based on EZLIZA) "*" matches any word or
list of words (including no words at all) and the literal words such as "computers”
can only match words like “camputers”. Tius if someone were to ‘type "I hats
computers” to the SLIZA program, it might respond, "Do computers frighten you?" If the
person typed, "My mother is an electrician,” ELIZA could resvond, "Tell me more about
your family". ELIZA was also capable of using phrases and words which matched
patterns to construct responses; thus, it could respond to "I believe that <x>" with
"HJow long have you believed that <x»".

3.2 Translating English into a Formal System

As an example of the translation of Tnglish into a2 formal language, consiier
Sobrow s STJDENT vprogram ['BObrow 1963] which translated algebra wori problems into a
set of linear equations. STUDENT <reated each input sentence as ‘*though i%
corresponded to 2 simple equation; thus, "John”s age now is two times Yary”s age”
would be %ranslated into an equation such as "JA = 2 * MA". 1In order to perform this
translation, 3Zobrow”s program hal to note that John”s age now is 2 variable ‘JAY,
Mary”s age is a variabls (MA), and "is “wo times” should be translatei into "2 *' in
the =2quation. 3imilarly the equation, "In thrse years John will be six years olier
+han MYary" translates into the equation "JA + 3 = MA + 5”. This vrogram, once it nad
“ormed 23 many equations as variablas, could then pass the 2quations % another
program that was expert 2t solving simultaneous linear equations. The iiea of
translating Tnglish into formal languages nas led to many other programs including

m0¢3 of the curren® 3zeneration na*ural language data base “front anis”.

*.3 Data Zase Juestion-Answering

Another vrecursor of ia%a base 1query zeneration from Inglish was <she ATTRALL

orngran of lreenﬁ%ﬂ. 3ASFBALL nad 2 tabular iata base much lize *ha*t showm in

Tizure 22, -sontaining information about all she zames played in the Amerizan T2aze
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luring one season. When given a juestion 3uch a8 "Who 1ii the Yankees play on July
72", the 3ASEBALL program turned this into a1 juery tamplate similar to the one shown
in Tizure 2b. BASEBALL couli then campare *this juery template with *he iata base ani

return %he answer "Red 3Sox”.

MONTH  PLACE Ay AE WINNER/3CORE LOSER/3COR® .

July Cleveland 5 25 White 3ox/ 2 Tndians/ 2
July Boston 7 36 Red 3o0x/ 5 Yankees/ 3
July Detroit 7 97 Tigers/ 10 Athletics/ 2

Figure 2a. BASEBALL"s data base. i

(58 (July 7 =-- VYankees/ -- 7ANSWER/ --)
(July 7 - ©2ANSAER/ -- Yankees/ --))

Pigure 2b. A query template in 3ASEBALL.

All these grograms illustrate some of the kinds of "engineering technijues" that
were used to handle 1language Juring <the 50s, <techniques which illustrated the
simplifications possible through the restriction of inputs % narrow semantic domains,
and  Which offerred the oramise of near-term opractical applications. “mfortunately,
the orograms leveloped using these technijues shed very little light on *he <cognitive

srocesses underlying language camprehension.

t. 1377 - The Tlowering of Jemantic Informa*tion Processing and 3eeds of Zoznitive

The years around 270 provel to Ye noteworthy ©or a2 mumber of reasons. I Will
jescribe bri2fly several well-‘mown and influential orograms tha® aosvearel around
hi

1377, and which pushed the notion 27 semantiz information vrocessing o i%s U4imase

lini<s.

-

The firgt orogram i3 Winograi®s IHRTLU  CWinosrad T . “HnogrelTs  trozram

aasumed  ¢hast two main analogies were  Srae. Tne L w13 that 3en%:ne3z wvers

analogous £o Tragrams, Shat i3, shat 3entances soull ve " misrsooid wrooosranstHhy™mine
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them into programs. The programs thus created could then be used *to carry out various
*asks {e.g. moving blocks on a table), or search for information in SHRDLU"s da*a
base, or generate an answer for its user. The second, related analogy was that woris
correspond to program steps. Thus, word "definitions" for SHRDLU were program
fragments in ‘the MICROPLANNER programming language | Sussman and McDermott 1972 ;
MIZROPLANNER, inspired by Yewitt”s [1969] PLANNER language, was centered around the
ileas of heuristic search. Thus, ¥Winograd”s program wunified the much earlier
neuristic search material with natural language processing. SHRDLU s azrammar itself
overated by a heuristic search process; it tried out a certain intervretation of a
sentence, and if it could not make syntactic or semantic sense of the sentence, SHRDLU

would back up and try a Jifferent interpretation.

SHRDLU solved a broad set of vproblems, and was able %o handle sentences
2xhibiting a3 wide variety of linguistic phenomena. It interpreted declarative
sentences 2as Jata base updates, interrogative sentences as Jata Ybase searches, and
imperative sentences as specifications for goals; these zoals were achieved by first
forming and then sxecuting a plan, which generaily involved ida*a base search ard
update as well as sentence generation. Winograd”s dissertation also included ietailad
analyses of SHRDLU s limitations, and listed a number of eoxamvles +*hat woulil be
iifficult to handle within Winograd”s paradigm. SHRDLU”s linguistic coverage was very
broad campared *o oprevious programs. It was able to handle, for instance,
juantification, some dnds of pronouns, and negation. 1% was able %0 l2am word
lefinitions, zenerate natural-sounding dialogue, and answer Juestions adbout *he

nizcory of i%s dialogue and plan execution. 4n examvle of the operatiin o7 Winograi’s

oragram is shown in Figure 3.

dnaesi
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Figure 3
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3.2 LOWAR

The second pizce of work fram around 1970 which I woull like *o discuss is Woods”
LMAR  program i'doods 2t al 19”21_, which was 3 natural .anguage front =nd for 3 da<a
tase containing moon rock sample analyses. TFor parsing sentences ‘i.e. finding the
syntactic structure of the sentences) Woods used Augmented Transition Yetworks [ATNa)
TWoods 19707, which implemented 2 heuristic search much like the xind <that Winograd
used in SHRDLU. Woods” formulation was sO clean and natural that it has been used
since then for most parsing and language understanding systems. Woods also introduced
a very general notion of quantification based on predicate calzulus 2and used
sopvhisticated techniques to translate questions into data base jueries. An sxample 5f
31 sentence that Woods” LUNMAR wrogram could answer is: “3ive me all analyses of

samples containing olivine.”

Both LUMAR and SHRDLU were camprehensive systems; both could use relatively
unconstrained language; both worked in wvery narrow domains, but had zomplate,
privileged knowledgze of their worlds. (LUNAR knew sverything that could be *own

about the 1a*a base of lunar rocks; SHRDIU was the keever of the block™s worli.) 3o*h

also have proved to be non-portable and non-extensible. Although there were several
attempts, no serious production programs ever Jeveloved from either of the gieces of

#ork. Both were orototypes which had a limited 1ifs and are now no longer used.

1.3 019
JLPQ, 2 third interesting program fram arownd 1970, came out 2f <the work of

! Jeorge Heidorn on ‘the use of natural language t0 set up simulations r_'{eiiom 137

Tor example, given the following sentences {a partial <*ranscript of +the program’s

operation) Heilorm”s program couli set up 3 simulation, and Tm 1% %o answer

juestions: B
Jger: ‘When 3 vehicle arrives at a station, it leaves there immediately if the
l2nzth of the line at a1 pump in the station is not less than 2. !
7= oercent 27 the vehicles are cars and 2 fourth are {rucks.
There is just one pumo.
A 3imulation time of 3 hours is desired.
Ask ypwestions for Turther inf.
Iystem: 404 OPTEY D0 THE TEHICLES ARRIVE AT THE 3TATIONT
Jser: The arrivals of vehicles are nornally 1istridbutal +ith 1 mean »f 3

ainm%es.
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{system asks more juestions, eventually judges *hat *he vroblem statement is

canplete, and can ‘hen answer juestions about the situation *that was lescribed

to it or about the simulation itself>
deidor”s program embodied a model of what a complete simulation wouldi have o include
and was able to ask juestions of the user if the informa*ion that was given was
insufficient. Taus, Heidorn”s program embodied 2 kind of world knowledge about w#hat

constitutes a complete formulation of a problem.

1.4 MARGIZ

Also around 1970 another influential piece of work by Roger Schank was completed.
This work has continued to this day. Schank has dealt with much more unconstrained
language, varticularly language about Muman actions. Schank”s work was bagsed on  the
jevelopment of a set of "primitives of conceptual devendency”. All sentences input %o

Schank”s systems are translatad into structures centered around a small mumber of

primitives. The primitives {(which have changed a little over the years, and have F i
7aried in number fram 14 to 14) include MIRANS, which stands for "transfer of mental L
infornation™;  ATRANS, which stands for “transfer of possession”; PPRANS, which %
stands for "physical transfer of an object fram one location %o another”; CONC, short ’f

for “conceptualize", or think about; MBUILD, which stands for "build memory

structures”; ATTEND, which covers see, hear, taste, smell, *ouch; MOPEL, which

e e e

stands for "the application of physical force to an object"; MOVS, that is, move 2
body vart; FRASP, that is hold in one”s hand; INGEST, and IXPEL. 3entence meaning
representations are formed by using these primitives in conjunction with other words
in a sentence to form a3 kind of "semantic network” {see eoxamples below). Tach
orimitive of conceptual devendency is also associated with a case grammar-like frame
i?illmore 19631 that specifies which words can occur with *the primitive in a3 sensibl=
mamer. Thus, for instance, VTRANS (the transfer of mental information) requires that
thare be an intelligent source for the mental informa*ion and an intelligent recipient
®or the information. (MTRANS is +the vrimitive used intermally *o revresen® such

iiverse words as %ell, hnear, say, speak, real, 2ic.)

Conceptual dependency orimitives have been used no% only o reprasent meaninz bul
2lso %0 orzanize 2xpectations; for example, having leciisl thas mental information

was “ransfarred to 2 Mearer Schank”s vsrograms coull oradict  *hat ‘ne  hearer would

thereafier have that information availabls in memory.
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The MARGIZ program {Scha.nk 2t al 197‘5] coull accept simple sentences and answer
juestions about <‘them, generate paraphrases of thnse juestions, and make infesrences
based on the questions. Tor example, given <the statement, "Johan gave Mary an
aspirin,” the inference program generated sentences such as: "Mary falt sick,” "Mary
wanted to feel better," "John Wanted Mary to feel better,” "Mary asked Jomn fHr an

aspirin,” etc. (A1l these were viewed 2s plausible, not necessary infarences.)

Figure 1 shows some examples of conceptual dependency diagrams corresvonding o
input sentences. In Figure 4a is a structure corresponding to "John grew six inches”.
One can read this roughly as "John"s size went from some value X to some value X + 5
inches". The representation of the apparently similar sentence, “John grew corn” is
quite lifferent, as shown in Figure 4b. This structure can be roughly read, "John 4id
something (unspecified) Which caused the size of the corn % 2o from some size X %o

some size X + Delta".

Figure 4¢ is a3 conceptual dependency diagram corresponding to a sentence, "Johm
zave Yary a bicycle." This structure can be roughly read, "John transferred vossession

of the bicycle fram himself to Mary.”

In Figure 44 the related sentence, "Mary got a bicycle from John" has a very
similar representation except +that Mary is listed as the agent, i.e. the actor who

caused the transfer of the bicycle fram John to her.

4.5 Jther Ideas fram the early 70°s

Also in the early 70”s there were several osther contribuiions that have played an
imortant role in defining current research topics. Two such contributions wers made

by Searle (19737 and Irice (19751 on "speech act theory”.

Speech act theory attemdpts to account for the purposes for which languags is
used, as opposed to the (logical) meaning of individual sentences. As an sxample, if

given ‘he sentsnce, "Tould you pass the sal%,” we mderstand this not as 1 request ©or
information about hether we are physically capable of vassing the sals, bus as a3
request %o carry out the action of actually doing s0. In +*his sense, speech act
theory wvoints out <hat sentences are not analogous %o programs ~- that is, *hat no
lirect translation of a sentence into 2 program form will capture all i%3 meaning’s).
language consists of acts by speakers, and as such, the intentions, zoals, stratsgies,

and beliefs of both speakers and listeners are of central importance in 'mderstaniing

languaze.

bans. st

o
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5. lessons of the 707s

Other phenomena Were noted iuring the 707s *hat we still do not know how %o deal
with well. These include vrocessing language which falls outside >f a narrow iomain,
nandling dialogue (which can itself be the topiz of czonversation in any dialogue),
insuring rapid response, and meeting other “human factors” requirements {such z2s
oresenting information to a user of the natural language 3ystem in a way *hat is
manbiguous, teaches the user about the system”s abilities and limi%ations, 2t2.).
Speed is especially important. If users have to wait a long time for a reswonse, they
can become very impatient, so0 efficiency of +the algorithms for natural language
processing is of importance. (1711 have more to say about some of <these issues on

iealing with real users when I talk about the accomplishments of the PLANES system.

5.1 Xnowledge Representation

Another major realization during the 70"s has been that Xmowladse revresentation
formalisms are of central importance to all natural language processing. 3efore we
can put nowledge into a system, we need to be able ¢to represent that Imowledge
appropriately, in a manner which allows the Iinowledze to be found and used when
aporopriate during the natural language understanding process. This need has been
winted out for a long time by John McCarthy [1968] and is now generally recognized as
the central issue in artificial intelligence. Among *the 1issues in knowledge
representation are: how should items in memory should be indexed 2nd accessed, oW
should context be represented, how should memory ve updated, how can programs deal
#ith inconsistency -~ that is, if we have new information to be added %to our Xmowledze
nase which is inconsistent with the information currently there, how should we store
the new information? <can we {and should we) resolve the conflict? If not, which
information should we act on, or should we somehow integrate both vparts of the
conflicting information into our action? Various ways have been suggested ‘or
handling this sort of conflict, for example, partitioning memory into a number of
vossibls "contexts”, each of which is internally consistent. Ainother important
oroolem is that of deciling whether and now we could now that 3 ‘mowledzs
representation scheme is sufficient and zamplete, so that we could be assured thas any

cind of xnowledge imaginable couli be represented in the scheme.

‘f
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5.2 Common 3ense

We came to realize during the 72°s that we needel %o endow natural lanzuage
programs with "common sense”, which can only be based upon a body »f knowledge of the
outside world. In understanding language, people bring a large amount of information
to bear #hich cannot be deduced from the language itself. A sentence is never a
formula or a program which is zomplete in and of itself. No process of rewriting a
sentence could be sufficient to construct all the meanings that a hearer gets from
listening to the sentence. In many ways, language is a kind of shorthand or set of
index items; a listener uses these as keys, and retrieves from memory the rest of
(appropriate) information that must be added to the language in order to formulate its
full meaning.

Consider, for example, the following sentences (from E'Minograd 19'72]):

The city councilmen refused to give the women a permit ot march because
(2) they feared violence.

{v) they advocated revolution.

In (a) they seems to refer to the city councilmen, whereas in (b) they refers o the
#omen. How do we judge this? The structures of the two sentences are identical, so
they cannot help us to distinguish the two cases. The only answer seems to be that we
xnow a great deal about human behavior, and can readily access and apply ‘his

owledge when it is needed in understanding language.

One problem rsquiring common sense is the problem of judging whether or not 2
sentence is even meaningful. Related problems involve choosing the most aporopriate
regding #hen several are possible, and making appropriate inferences about sentences
or tex* vpassages. Some research from the mid-70"s zave some fentative answers *o

these kinds of problems.

5.% Frames

Tn his "frames theory” Minsky (13751 suggested that we needed to be able to dsal
Wwith much larger memory wnits +han had Yveen considered before. ‘e offarred as
caniilates for the memory mi%s "frames”, structures zonsisting of a core a1l slois:
2ach slot corresvonding %o either a facet or particivant of 2 concept =2mbodi=d in *he

frame, or a 3pace for a pointer %0 2 related zoncept 2.2. an instance of the frame’s




zoncept or a variation on the frame). Minsky argzued that an important function of
frames was to represent stereotypes; stereotypes provide a neat explanation for
"Jefault reasoning”, the process by which we take the shorthand information availabls
in language, and retrieve and fill in the rest of the information +that would

ordinarily be be expected in that situation.

¥rames were also suggested for modeling czontext; that is, a2 context could be
represented as a2 frame which in turn would contain as slot values other frames that

ought *o be present in that context.

5.4 3CRIPTS

Another larger processing unit specialized for stories is the SCRIPT, provosed
and ieveloped by Roger Schank and his collaborators at Yale [Schank and Abelson ‘.97"71_.
SCRIPTs correspond to stereotypes for stories, and are proposed as the xind of
information that allow us as listeners of a story, to fill in unmentioned details and
make appropriate inferences. SCRIPTs also can also provide a plausible mechanism for
axpactation-driven text analysis. If we lmow a story is about a restaurant, we expect
that w#e may encowmnter a waitress, memu, table, a bill, food, and other specific kinds
of information; SCRIPIs provide a kind of ready-made framework for encoding that kind
of information. As an example of the use of a script, consider the following story (a
sinplified version of a story actually used by Wendy Lehnert [1977]).

Jonn took the bus from Yew Haven to Yew York. On the way, his pocket was

picked. He went to Mama leone”s and ordered spaghetti. John coulin”t pay the

bill, SO0 ne washed dishes.

that 1id John =at?

Jotice that in the passage it was never mentioned that John ate swvaghetti. %
says that he ordered spaghetti, ye%t we make the inference that he actually ate the
gpaghetti in the absence of any information to the contrary. Lehnert”s program usei 2

restaurant 3CRIPT to make plausible inferences.

3.5 on-literal Languge

-~

Ano*ther realization of the 70°s was that we needsd iiffarent or new ‘tachnijues
for dealing with non-literal language. As pointed out by a2 number of worksrs,

netaphor is 2 vervasive phenomenon in language. Typically words have many 32nses

#hizn  are no*% neatly ~aptiured by a2 simple definition. 4Woris can be appliad in noral

o AR
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situations which are difficult to predict from any number of iictionary definitions.

Some attempts to deal with nonliteral language included the "preference semantics” of
Wilks [1976], and 3ecker”s [1975] "phrasal lexicon", a compendium of idioms which
cannot be understood 23s 3 composition of simple word Jefinitions. Sxamples include

"big as a barm", "sly as 2 fox", "dry as 3 bone”, and so on.

It was also recognized that new technijues were needed for dealing with languags
umits <that were larger than sentences. Such 1instances included stories or news

articles, dialogues, and descriptions or instructions.

5.0 Zvaluation and Data on Users

One of the 1ifficulties in evaluating *he ~urrent state of the art in natural
language processing is that most papers only give positive examples of *the operational
systems. There is no way to *%ell whether *these positive examples are *‘ypical of the
operation of the system, or whether they are an exhaustive list 5f all the juestions
the system has ever answered appropriately. In addition, we have 1lit<le information
on how wusers will behave with a natural language system if %they are .10t zonstrained.
Ye do have some experience with %ests where a human simulatss a computer r_‘.*!alhotra
'.975][I‘ennant 1980]. In such tests users sit 3t a ‘erminal and tyve ints it as though
they were typing to a natural language understanding orogram, when in fact <they are
typing *o another terminal where a vperson 1is sitting ore‘ending to be a2 natural
lanzuage understanding program. Such fests are probably too 'mconstrained because *he
verson simulating the natural language system is obviously zapable of mderstanding
all sorts of language. Yonetheless, such tests are very instructive in gaininz 1n
understanding of how users would behave with an ultimate natural languagze system.
Such tests give much less information about wnat the minimum f2atures should be
included ‘n order to make a useful natural language system. Some of the juestions we
would like to xnow about user behavior are the fllowing: Which features shoull 2
system have? ‘Which must it have? ‘thich features are the most important? What
computational model most naturally handle such features? And finally, is it oos3idla

0 nave 3 restricteld natural languagze system that wouli be Sruly sonvenisn® o+ a

:q3ual iser?
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5. Yatural Language Tront Tnds for Data Bases

luring the 70”s a number of natural language data base front ends apoeared:
LUNAR i:'nloods et al 1972 nas already been briefly described; other systems included
REL [Thompson et al 1949, 1975], an Fnglish-like ex<ensible system; LIFZR/LADDEF
Mendrix et al 1373]); REQUEST [Plath 1975); and 080T  darris 1377..

5.1 PLANES

As an example of the engineering approach and to give a more complete idea of the
current state of the art of natural language processing, I would like in this section
to discuss the PLANES system developed at the University of Illinois. PIANES 1is a
natural language data base front end that works on a large relational data base of
aircraft flight and maintenance data. PLANES assumes that all the language it obtains
is in the form of requests which it turns into formal query language sxpressions. I%
then runs the query language expressions on the data base and returns 2an answer %o 12
user in an English-like or tabular form. PLANES uses 3 “semantic grammar”, that is,
it has ATN parsers for every kind of phrase that can occur in its world: time
phrases, phrases referring %o aircraft, places, etc. The goal of the parsing phase of
PLANES is a set of semantic constituents; so for example, the sentence, "Which planes
had 10 or more flights during January 1970?" yields the semantic constituents "Which
plane”; “greater than ten flights"; and "January 1970". The goal of the front end

is %o take these constituents and fit them 1into a "query template”. The juery
cemplate may not be filled in campletely by the information <+hat was given in +*he
English sentence and 1in this case, PLANES looks back through the dialogue to locate
and fi1l1 in missing items. Thus, given the pair of requests:

Which aircraft required more than !0 hours maintenance in June 137737

{answers guestior>

July?
PIANES wouldi use the information from the first sentence in formulating 21 1uery

axpression for the s2cond sentencs.

PLAYES was iesiznel fram an sngineering point of view and makes no oretense  of
modeling vsychological reality. Some of the advantages 2f the desizn of planes are
the Tliowing: (1) It allows a nongrammatical input. The phrases can ocour in  anv
srder 30 that, for instance, the sentance, "A7s January 370 unscheiulad maintenanse”

i3 2 r2asonable request for PLANES. 72) PLAYES 2an handle =1lipsi3, as illus*asel in

“na  2xamole above: ‘3 PLATES -an also nandle 30me fama3 3f aronom refarense in o n

il
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manner sinilar to the way it handles ellipsis. {(4)' It can deal with nforeseen
requests because i1t 1is able to use the 3Juery template *o do exvectation-iriven
analysis of such requests. It fills in the juery template by categorizing all the
constituents it finds and then inserting those constituents in the appropriate slo’s

in the juery template.

PLANES handles sveech acts by matching all the speech act words it can find and
then iznoring them; PLANES always assumes that the user is requestineg information.
Thus PLANES matches and then throws away all such portions of requests as "Can I gzet

«eo”y, "Could I get ...", "Can I have ...", "Could you give me ... ", "Could you show

«es", "Could you get ...

and so on.

PIANES judges *the plausibility or meaningfulness of questions through reference
to #hat we call “concept case frames". Some examples of concept case frames are
[(plane)(receive)<maintenance>] or [(plane)(ﬁyxﬂight hours>]. The former can mateh
sentences such asg "Which planes had maintenance in January?" or "Did any planes have
unschedulad maintenance during January?" and the latter can match sentences such 1s
"How many flight hours did plane 7 log in February?" Concept case frames are also used
for ellipsis and pronoun reference. If some constituents are missing PLANES uses
concept case frames %to decide which constituents it needs to locate in the vpreceding

iialogue in order to form a camplete request.

Some aspects of plausibility judgement are also embodied in the semantic grammar
since PLANES parses time vhrases, place phrases, airplane phrases, and maintsnance
type phrases separately. It can make judgements as to whether <each of these

individual phrases is meaningful.

5.2 User Zvaluation of PIANES

In %esting, we have found that users oftsn ask vague and ~amplex questions. Tor

axample, users ask for reports such 2s in *the following: "3ive me a month by month

status report for F-47s3." The system is simoly incapabie of deciiling easily what

"status report” means in this example. In other cases, the system may he askad *o

"e

na<2 judgements as in the sentence, "Which plane had the worst m2int2nance renorit”

The oroblem here i3 that worst maintenance record 2an mean 1ifferent things 4o

1iffarant users. Is the wors% plane the one *ha% aad the most hours osut H7 3errize,
or i3 1t %he one %that cost the most to revair, or iz it *the plane *that raquired ‘n2

708% maintenance hours during the month, or i3 it the 2lasz o plane *hat crashed mos*

T




often <+that month? ‘Without knowing more about the user and his interests, we simply
cannot make such a judgement; as it stands, PLANES cannot =even be programmel to

include representations of these various possibilities.

Jsers often input declarative infomation. For example users may say %5 <he
system, "I"m only interested in A-77s". ‘%hile it can deal with certain special cases
of this sort, FLANES is incapable of dealing with such sentences in an approovriate way
in zeneral; it assumes that user inputs are requests, mless it recognizes *hem

specifically.

Users often refer to items which are not in the data base. For erample, a user
can refer to concepts fram earlier sentences or answers to previous juestions, and
PLANES is not currently capable of dealinz with such questions. In =addition, users
sometimes refer to items that are not covered within the data base scope. Tor
instance, our data base has no information on pilots or the sources and destinations
for specific flights. Yet a uger might reasonably be interested in asking such

information and PLANES would simply say, "I did not wnderstand your request.”

Rewriting PLANES for a new iata base would be difficult. “uch of the information
in PLANES, including the semantic grammar for handling plane phrases and time phrases,
wWould not carry over to a different world, and a new 3emantic zrammar would have %o de

generated.

PLANES joes not respond well when it only partially understands the question.
Sometimes in such cases PLANES will simply say, "I 4il not understand your jusstion.”
If no answer is found, PLANES simply says, "I found no answer.” It could be *hat no
answer was found because there was no data of the sort the user was looking ©r, and
PLATES would not easily allow a user to distinguish this case from the one where *hers
#ere no instances of the specific ftype of svent the user was lookdng for. Tais lattar

ability is being added to PLANES.

5.3 Zyaluation with Jasual Jsers

In recent testing Temmant 1990], users Were briefly {in less & 15 niauses)
introduced %o PLANES. Jsers wWere cnosen who were alrealy familiar with aviation,
fliznt, and maintenance operations. Jut of a total »f 102 juerias they anterei, 77
wera 'mdersatood zorrectly by PIAVNES. Ten were rejizctaed by PLAVES as mintellizibla

and 117 ornduced 2rrors;  that i3, PLAYES i1 something ineorrect. f <she 117 arrrs,

-

were fue %0 3imple omissions {n 4the liztionary, grammar or juery zoeneratsr ani

e




could be =asily fixed, while the other 30 failed ‘'ecause of inadequaciss in <he
formalisms of PLANES and would be rather 1ifficult %o fix. 22 of ‘he 1ifficult 2rrors
were due to the juery generator, where the heuristics lad PLANES %0 answer 3 1uestion
iifferent from what the user hal intended. For axample, when askei "How many planes
h1ad YOR hours in during the time period?", i* coun‘ted all *he planes *that hai an IR
nours field instead of counting only planes that 7ad greater *han D 'I0R "ours. '
Jonetheless, we are encouraged by the performance of PLANES and feel that w#i<h 12 ‘

moderate amount of further work it will prove £ be a useful practical program.

7. "ngineering and cognitive science

During the 70”s the limitations of the engineering approaches of the 50°s became

2viient and the importance of developing a cognitive science has become more

appreciated. The reasons for this are summarized below.

(1) Zven in simpler settings, language use was more complex and varisd than was
axpected. For example, 2ven #i*h a juestion answering system we see not just requests

out 2xamples of speech acts, declaratives, reference to discourse entities,

vy
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metaphorical and non-literal usages of language, and the need for understanding
netaiknowledge.

(2) We see a conflict between portability of natural language systems and ‘he
specialization of gziven systams. Systems that contain enough knowladge to be useful
in 2 limited domain often are not very portable -- that is, zreat amowmts of

information must be added to them in order to be useful for another damain. Portabls

s

systems require large amounts of knowledge to be programmed into them to make *he
3ystem useful in *he new iomain. We recognize now the nsed for a science of *his
orocess. Murthermore, #e need to appreciate that as revorted in the work on *he
"nytnical man/month” by 3rooks [1976] that if we have a project which requires a
shousand man months, we zanot solve that problem by putting a3 thousand men on the »
oroject fHr one month. ‘When zroup size exceeds five or more people most of the time !

i3 3pen® 9m commmnication wi*th other zroup members about what they re loing ani very

L]

ittl2 4ime is actually spent in coding or ieveloping systems. We need 1 zreate
‘mierstaniing of the ovrocess of writing 3such systems in order % be abla %o omioiily

oroduce larze 3cale natural language understaniing systems.

i
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.3} The representations that we have developed to date are inadequate. Thay are
imprecise. Tor example, the word "in" in the phrases “The crack in the wall" and "The
man in the romm" represent very 1ifferent xinds of relationships between <he woris in
the sentences. Yo adequate ‘theory of representation of such words has been developed
to Jate. Furthermore, the representations that we“ve jealt with to late are in many
W2ys inaporovriate. A great deal of =a2ffort has been concentrated on syntactic
Jifferences between sentences. A well mown example is the ™llowing: "I saw the man

on the hill with a telescope.” Zarlier discussions of this sentence pointed out that
the phrase "w#ith a telescope” could refer either to the man, that is, the man on the
nill could have a telescope, or it could refer to me; I could see the man through *he
use of the telescope; and each of these wuld lead %o different vparse <frees.
dowever, we now realize that the most important distinctions here are not caotured by
the syntactic structures, but are really at the level of inferences, 2.g. about where
I am with respect to the man on the hill and where the telescope is with respect %o

both of us, 2s illustrated in Figure 5.

Tgure 5 illustrates that by adding other sentences to give gzreater context the
sentence is no longer ambigwwus. The process of both bYeing able to revresent
approoriately the different meanings of this' sentence and being able to find the
appropriate representation given *o two or more sentences in context is still a

outstanding oroblem.

{1) Tinally, many %ypes of language simply could not be dealt with a2t all. As
2xamples of these <*yves of language, we can list physical events and ac*ions,
iescriotions of scenes, maps, paths, and instructions; real conversations, arguments,
iebates, iiscussions; language about =motions, =zccounts of inner soxperiance:
meta-jescriptions and ‘theories; 3ituation assessment reports; voetic languaze,

humor, irony, lies: =2tc.

3.lurrent Topics in Natural language Understanding

At *his point I woull like to iiscuss several ~urren® *“ovizs anl zive o2
f2e0ling “r the dnds of research that ars veing ilone now - the dniz 3 jeestis
that are veing asked. The *opics I would like *o 120k 2t inclii2z s3peech  atta:
nandling  of novel language, especially metaphor;  apnlial natural  langage
mierstanding systems: the handling of natural langmaze *ha4 mef2rg <y 3pacial
avants; and *the 1inclusion of "common a3ense” in na*iral lanz naze mierssaniiag

oragrams.




Filgure 5. D-ePc‘C‘\'v'ovx of various readings c-@
"T" saw the man on +he hill w«'m a telescope, i

o 2%

+ 1— Clea.b\-ﬂd 'ﬁ\e leV\-S' 4’3 \\WQ erd a\u)tu.\e. i

Ge*‘ o better view. about asto uoma

Figure . Adding ancther sentence 4o "I saw 4he
WMaa own +he k,d,( uh-('ka\{'z(esc.ope “Tallows
ws ‘o select a S‘uﬁ‘e rendmﬂ




Speech acts are pervasive in the Ybehavior of users -<oward natural languaze

3ystams. As an 2xample, consider this inventsd but possible dialogue:

Jser: Are there summaries Zor January?
System: Yes.

Jser: Jould T have the January summaries?
System: Yes.

User: I would like the January summaries.
System: I understand.

Jsers: ‘‘here are the January summaries?
System: I ion”"% understand that.

Jger: Jan you give me the January summaries?
dystem: Yes, I already told you that.

Jser:  Would you please give me the summaries for January?

Mhile this iiscourse seems rather ludicrous for a system with a2 wiie range of
possible behavior, it corresponds to a common problem with real systems, namely what
Xaplan [1973] has called "stonewalling” behavior. One possidble solution is <o view
2ach  juery as an instruction to select the closest matching procedurs that the sys*em
nas available to it. Such a solution is used in PLANES as well as in other current
generation 3ystems. A second solution which is only being investigated in 3 basi:
research contaxt is %o model the beliefs, intentions and zoals of the user. ‘hils
this second 30lution is much more difficult, it has a great theoretizal intaress ani
is vrobably the only solution which will ultimately result in a3 system $hat has 13
really satisfactory understanding of *the requests of users. To give an ilea of %ow
1ifficult this second solution is, it is estimated that “nglish contains over 120
words each representing 3ifferent kinds of sveech acts. Tor example, agrees, request,

inforn, state, iemand, and imply are all liffaren* speech acts.

Another camplicating factor in speech acts is that a single ziven speech act :an
serve many ourposes. As an oxample, the sen%ence "That cake that you wale lioks
i2licious” mizht (1) inform the hearer of one”s opinion about the =aks: 20 infHrm

the Tfearer of one”s opinion about the 200”3 ampetence: (%) graise *he ook sr. (1)

"

request some cake (or some more caka). As another sxamola, the sentance, 0 tlanes
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srashed in January, rignt?” both informs the hearer of <he speaker’ s belief and asks
3r confirmation of the user”s belief. In general, the mderstanding »f speech acts
i3 =2ssential for any system which is %o wnderstand storias that contain dialogue, for
unierstanding conversations, legal arguments, intelligence reports, olidizal

statements, as well as user input to natural languwage sys*ems, and so on.

3.2 Yovel language

Iven though a system may understand a large number of indiviiual words, words can
be used in combination to form concepts that are not easily understood as a simple
canbination of the sum of the parts. For example, consider the phrase "Water oump
oulley adjustment screw threads damage report summary’. A system may be zapablz of
mierstanding sach of the individual words and yet the overall ovhrase refers %o a
concept that is nowhere in the dictionary. Recent work by Finin C‘IQBO] and others has
investizated how one could develop productive rulss for generating the meaning of such
long noun phrases. As another sxample, consider the sentence, "The *iger ran quizkkly

through the jungle." In order to understand the meaning of +his sentence, one must
realize that a tiger running quickly through *the jungle w#ill mmn at a2 1ifferent speed
than a “iger rmning quickly across a plain. That is %o say, the words, "ran juizkly”
are relative to the terrain through which the tiger is running. We do not have gerd
facilities for handling language of this type. {3 "handling”, I mean being 3dble o
rapresent  the lifferent possible meanings Jifferently, and being able to iecide whizh

7eaning is intended in a ziven instance.)

Another important category of novel language includes metaphor, simila and
analogy. During recent years we have come Yo wnderstand much better how pervasive
3ucn phenomena are in languaze. Metaphor can be broadly 1ivided into two %ypes, which
I will zcall "small” and "large”. As an example of "small” metaphor, there is the
sentance, "The thought escaped me like a squirrel idarting behind a3 tree [?:‘tony
73,"11,. In *his sxample nots that we have no way of talking about behavior of *hought
dther than metaphorically. 3Iven saying "the “hough* escarei me” is using 2 metavnor.
120 no%2 tha* in order “0 'mderstand this W#e have %0 have some notion of she beharicr

5>f aquirrels, the physizal meaning 57 She res* »>¢ *he metavhor.

A3 an axample of 2 large metavnor, zonsidar wna*t T :all the "mydraulic metathor
£ 2conmmics.” The hyiraulic metaphor ~an gzovern lame mrtiong 27 a1 Y2x4, verhaps an

entire ook Jn 2conamics. We need the hydraulic mesachor <5 mi2rstand  cerms like

crassur2, accunulation, 2ash flow, 2ash reservoirs, ianflatismary ovressure, iraining o7
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resources”, 2tc, As another example of a large metaphor, consider the “conduit
metaphor’ for ~ammunication, which treats language as though thoughts were capable of
veing put into a3 bundie and sent through a pipe *o <he hearer where <*hey are
wnpackaged and inspected. Thus, we zan say, "You aren”t getting your ideas across %o
me” or "I zave her some good ideas”. Other metaphors are possible for commmiczation
including the "radio link” metaphor as in, "We were on %he same wavelength” or "I hear
you loud and clear”. It seems that some concepts can only be treated metaphorically
and have no neutral terms in which to be expressed. As an example, love can be *alked
sbout as though it were a team effort, a physical comnection or bond, 2 master-slave
relationship, a resonance between two people, 2 journey, complementary shapes,

sharing, fighting or contention, madness, etc.

For understanding novel language we can identify two extreme approaches. Me is
to have a number of camed concepts coupled with weak matching rules to select the
most appropriate canned concept. This approach has been used to date for most natural
language understanding systems. In general, however, we need other kinds of methods
for reasoning about and ultimately producing new concept representations given ol4
concept representations. Such methods have only begun to be explored.

»
3.3 Plausibility Judgement and Common Sense

The third current research topic I would 1ike to discuss is the groblem of
modeling common sense and plausibility judgement in 2 language system. In general,
natural language processing systems have had no connection with the perceptusl world.
That is to say, *heir only channel to the outside world has been through languaze. In
a strict sense, such systems cannot be said to xnow #hat they are talking about, but
can only mow how to talk about things. They have no comnnection %o the perceptual
world, no more than rudimentary plausibility judgement, no ability to handle language
about scenes, vhysical events and objects shapes, no good way for handling metaphors
that attempt to interpret the abstract world in terms of the sensory-motor world, and
no facility or even hope of a3 facility for doing realistic reasoning from experience

{except linguistic experience).

Thus, current systems are unable to handle words such as atiract, repel, diviie,
separate, connect, join, shatter, smash, scratch, ~ut, slice, crack, touch, nit, lean,
support, hang, bounce, warp, wear, bend, tear, chip, crease, etc. lote that ‘these

words are extremely important not only in describing the physical world but also in

describing abstract worlds, in vparticular relationships and interactions betwsen
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people.  Furthermore, no current systems can handle adverbial modifiers such as

almost, violently, gently, hard, suddenly, fast, slow, etc.

Plausibility judgements are important even in the rather simple worli of juestion
answering systems for avoiding costly data base or memory search in the cases where
questions are asked that simply make no sense. For example, if asked, "Did any plane
2rash more than five times last month?", a system should not have to go to *he lata
base and search it in order to answer the question, since crashes usually happen %o a
given plane only once. It is possible that a user would expect a system o interpret
"any plane" as referring to a class of aircraft, e.g. A7, F4, C-10, or 747. Yote
that in order to make this intervretation of this sentence, however, a system would
have to understand that "any plane” could not refer very meaningfully %o a 3ingle
aircrat, even though the language of the sentence would typically suggest that only a

single aireraft was intended, as in "Did any plane have more than ten hours of
maintenance last month?" In this latter case we would not want %o interpret "any
plane” as referring to DC-10 or F4 but rather as referring to a specific indiviiual

aircraft.

As another example of the need for plausibility judgement consider the following:
"How many vpropellor replacements were made for A4”s?" In this case a system that ‘
looked for propeller replacement examples when A4"s had no propellers would waste f
resources in a serious manner. Here the problem is how to represent the equipment or ‘.
nature of the items in the data base so that the data base search could be avoided.

As another example, consider the following: "We were afraid the milk might make the

baby sick, so we boiled it." Here, in order to to realize that "it" must refer to the i
milk and not to the baby, 2 system must understand the ordinary behavior of people, in

particular that people might boil milk but would rarely boil babies.

¥e have recently made progress in dealing with simple aspects of space. Since
stace 1is a topic that can be shared by many possible natural language system
apolications, many possible domains, we feel it is useful to consider it in the 4

ahs4ract.

Drograms written by lois Soggess (19731 Waltz and Boggess 1979] can leal with the
following types of sequences of input: The zoldfish is in a3 goldfish bowl; the
golifish bowl is on a shelf; <the shelf is on the desk; the desk is in a2 room. If !

given a2 question, "Is the goldfish in +the roam?” the system can angwer "yes" by

r2farring %0 2 representation that it builds as shown in Figure 7.
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Fizure 7

The system can #imply check %o see <hat the 2013fish”s coordinates 1lis within <hs
inzarrals Jefined Yy the corners of <%he roam and answer "yes” sasily. Previsus
ageroaches %0 answering such gquestions imvolved processes similar 4o tlwse us2d in
sheoram  groving, where one wouli %ry %o apply a th2orem, fHr axzmzla, Shat if 2 iz in
9, ard i b is in ¢, then 2 is in c, and then answer the juestion, "Is She zolifish in
<he rom?" oy establisnins the wvalidity of 2 sequence »f theorsm-like s%ezs. Tn
gereral, there may bYe many theorems, since words such as "in" zan have nany neanings:
x7imars k2 crack in the wall, <he desk in the room, the water in <he zglass, <hz Jaoz

in she nirrsr. There will in zeneral Ye 4iffaren® sheorems for 2ach of %he owossizl2
=1 -

id

2anings 5f 2ach word, so thas answering questions 7nay juizsdly come %9 imwolve 2 lzrga
znomns 2 ssarcn. In this axample, we can see that Jealing with space, nesri:zaz,

)

200r3ina%sa  gystems, and distances oroviiss 3 owuch simplar 2nd more disecs oilusion o

A3 an svampla of she usafulness of such 3dility S0 ieal wish smece, we 3 v
322 2asily ow 40 nandle the juestion wWhizh caused Zar-dillal 45 3uis she fiali of
naTiral lanzeage srocessing in she sarly 3073, Tz 3antaence shas Zar-{illal cised ozs
=35l %2 30lve oy nachine syssams was: "The box i3 in she pen”. Inoondsr 2

. 3 3 ‘s - P cam Ame i -~ ' -
Z313T373A02 Tnls 3tatEment, we have 5o realize That ten cannct mfar 0 an
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writing implement, which is rather fixed in size and smaller than most boxes. The
ven, in this case, more likely refers to a play pen or a stock pen. Using a program
gimilar to 3oggess”s, mentioned above, Wwe can note that boxes have a size range from
verhaps two inches on a side to five feet on a side, that they are wllow containers,
and that pens -- that is, writing implements -- are on the order of 3ix inches long
ard a half-inch in diameter and relatively fixed in size and not 'ollow containers;
that pens -~ play pens -- are roughly four feet on a side and hwllow containers.
Stock pens are even larger. When a gystem tries to construct a special representation
of a box within a pen (writing implement) the system is simply incapable of creating
such a relationship. On the other hand, in the case of a box within a piaypen or
stock pen, the representation could be easily constructed and the system can thus

plausibly judge that "pen” in this case must refer to stock pen or playpen.

3.4 Progress

In this section I would like to point out, for the interested reader, a number of
recent projects that pramise to solve some of the outstanding problems of natural
language understanding.

The first topic of interest is knowledge representation. A number of pieces of
work in recent years have led to considerable progress in the xnowledge representation
area. The KL-ONE system of Brachman [19’79] is general enough %o represent gzrammar
rules, semantic interpretation rules, speech act rules, as well as object and event
taxonanies. XL~ONE is a language in which many 4ifferent kinds of xnowleige can bte
exmressed in a uniforn mamner, and shared between different components of a full
natural language wnderstanding system. XL-ONE was inspired by the “orocedural

semantics” ideas of Woods [1979].

Other work on representing mechanisms and the geametry of objects has been done
by Rieger [1975)], Hayes [1973], Forbus [1979), deKleer (1977, 1979], and Waltz (19791,
Work in representing physical scenes and events has been done by Boggess ‘:19”‘3], Waltz
[19803,?)], Herskovitz [1980], and Johnson-Laird t19’79]. Representation of large scale
svace maps has been explored by Xuipers 71973] and McDermott Moo,

Jther work in knowledge representation has attempted to deal «with oroblems of
inconsistent xnowledge -- that is, +%the problam of how %0 243 new infrrma*ion to a

system +hich may conflict with information presently in 3 system. ‘Tork on

"non-monotonic logic” %o jeal with such conflicts has been done by Doyls 1973, 19907,
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MeDermott [1979], Weyrauch [1379] and others.

Some other examples of general progress are in the area of summarizing and
translating newspaper articles, modeling emotional conflicts and reactions, modeling
argumentation, writing psychologically realistic parsers, making simple natural
languaze front ends commercially availablzs, and understanding the meanings of phrases.
Recently there has been a great deal of interest in the generation of language and
also renewed interest in the area of speech understanding. Wurthemore, many naturai
language parsers are approaching closure, that is, being able to handle all naturally
occurring grammatical types of sentences (see, for example, ':Bobrow 19801).

2, Summar_hy

I have tried to show in this paper how ideas have progressed from the point where
#e first understood that computers could be used for processing taxt and general
concepts as well as numbers to the point where 3imple mechanisms for dealing with
language were tried but discarded for machine translation, through an era of attempts
to handle natural language processing through any means available, through the
engineering of sgsystems that deal with simplified natural language in narrow icmains.
de are now at a phase where we have begun to realize that in order to deal with
natural language, we have to understand better how it is that people process language,
30 our emphasis has shifted fram engineering to cognitive science. If we are to Thave
natural language understanding systems that are truly satisfactory, it must be the
case that natural language systems make appropriate inferences about the natural
language of people. It must also be the case that if a computer system presents
“nglish output % users, the user is justified in making the inferences one woull
ordinarily make, given that language. In order to be 2ble to meet these “wo criteria,
natural language systems must not simply understand the shallow surface meaning of
language, but must also be able to nderstand the deeper implications and inferences
that a user is likely to intend and likely to take from language. In order % do
this, the systems must Vve capable of wnderstanding user goals, 1intents, ani

strategies, 2s well as multiple purposes servei by any given pisce of language.

3econdly, we have zone to wunderstand much more clearly that if we are 45 ever
build natural langzuage systems with both depth and breadth, we must come o grips with
either the problem of learning from sexperience, or the problsam of 1desizning and

building s0ftware systems of 3 scope and subtlety deyond anything yet accomplishei.

in either case, we lack the kmowledge of how to proceed. It seems arrogant %o assume
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that we could program a natural language system to reach adult competence in language
in anything less than the twenty years required by humans, and, as argued by Brooks,
Wwe cannot simply accomplish this task by putting more and more people on *he same
project. Not only is it difficul®t %o coerce such people to work effectively as 2 %eam
vecause of the sheer amount of intercammunication necessary; such an approach to
Writing large natural language processors also requires that we mderstand all the
knowledge representation schemes ahead of time s0 that all team members can generate
code portions that will work properly together. At the present such a massive
approach to a natural language understanding system is simply not feasible, and there
seems *0 be no prospect for. anything other than narrow damain natural language systems
for the foreseable future. Areas that still need a great deal of work include
representation of space, time, events, human behavior, emotions, ohysical mechanisms,
and many processes associated with metaphor. Furthemore, we must face the problams
associated with learning fram experience. Hven if we are able to program a system
which has adult conpetence in language, such a system, if it is to display language
processing behavior like an adult, must also be capable of learning and dealing with
new concepts that are taught to it by a user or through experience. We as yet have

very few ideas on how to deal with such phenomena.

Finally, at this point in history there are many opportunities. We have some
natural language systems which are already useful and a2 number of others which should
be usefully applied w#ithin the near future. We also have seen continued dramatic
improvements and increases in +he power of available hardware and software. Tach
advance brings real time natural language processing closer and closer. Yatural
language systems have for their entire history pushed the limits of availabls
canputation, and increases in the camputational power available %o users will c«learly
aid in the solution of natural language processing problems. Yost camputers have not
been designed to work well with natural language processing systems. Tomputers hava
been tuned oprimarily for numerical problems. With the wide availability of VL3T
technology it will be possible for natural language processing researchers % specify
and obtain czaaputers which have architectures appropriate to the natural language
processing tasks. 3ome natural candidates for improvements in “his area includas “rue
associative memories, memories w¥ith highly distributed processing, semarate urocessors

for syntactic, semantic, pragmatic, and processing phases of language, hardware SHr

2nalyzing speech, and 30 on. Alrsady work is wnderway in these areas.

R
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